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Agile Science Platform

Enables:

• Rapid data triangulation

• FAIR data access

• Analysis without limits
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Agenda
• Overview

• REVEAL: AnalyticalDevelopment

• Data diversity in SciDB

• Metadata handling

• Case study 1 – DoE

• Case study 2 – Metabolite atlas

• BHAG – machine learning to 

reduce OOS and OOT
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Logical structure of ADF Data Cubes and Description
Preserved in SciDB arrays
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REVEAL: AnalyticalDevelopment
Built on SciDB, Provides R/Python notebooks and GUIs

PROBLEM

cloud or on premises clusters

SciDB
Array-native analytics platform

Diverse data, population scale, longitudinal

REVEAL: AnalyticalDevelopment

Apps
AnalyticalDevelopment

Engine

Cloud
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Multiple data types in REVEAL: AnalyticalDevelopment
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SciDB arrays created for each modality

Green cell can hold a vector of values

(integers, floats, strings)

Solubility

ADF Data Files of different modalities

Intersections of data across studies and aggregations done with R and Python
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Metadata provides the axes for slicing data
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DoE example: Schema
Agilent data set 80 GB

Wavelength

ElutionTime

SciDB array 

Death

Dispensing

Encounter

Procedure

Lab Result

Intensity for 

wavelengths

210-280nm, 

17 replicates

Intensity for 

wavelengths 

210-280nm in 

0.1 nm 

increments

Figure 5 shows the axes of the 4-dimensional array that stores the individual chromatograms.  The 

elements in the array contain intensity values for the specific timepoints across the spectrum that was 

measured at 10 nm increments, 136 intensity values in each element of the array.  Relative to figure 3, 

this entire schema can be stored in each element of the array in figure 3.Allotrope General Meeting 5 
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R Shiny aps can be quickly configured
Screen shot of tabular results returned for DoE on Agilent data set

DoE Example: R Shiny viewer
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DoE example: R notebook for execution
On Agilent dataset
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LBNL case study
7 TB of HDF5 files

• Goal: enable LC-MS peak matching 

to a 7 TB metabolite atlas

– Carefully curated reference data set

– Suggest candidates for unknown peaks

• Challenge:

– Scaling to match more than one 

unknown at a time

– Using traditional HPC architecture

• Lustre file system

• HPC compute cluster
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1. m/z

Each elemeny in the 6-dimensional array 

contains 9 attributes

< M/Z, RT, I, Precursor_M/Z,

Precursor Intensity, Collision Energy,

MS_level, Polarity, File_ID>

4. Polarity

5. MS_level

6. File_ID

LBNL case study
6-D SciDB in MetAtlas, 5 minutes to match 3 unknowns (2017)



Big hairy audacious goal – reduce OOS!
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ML with REVEAL: AnalyticalDevelopment
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• Automated parallelization for big computations: user simply starts an analysis

• Minimal storage: cost-to-compute independent of time

• Easy cancellation and monitoring

• No pre-assignment

Elastic compute designed for cloud, use off the shelf R and Python libraries

Primary Cluster

Always Online 

Shared Storage

Large Datasets

Primary Volumes

Smaller Storage

Launch
Send Work

Cancel work

Save Result

Read Data

Secondary Machine

“Plink Worker” (x20)
Secondary Machine

“Plink Worker” (x20)

Worker (many)

Smaller StorageMinimal Storage

Queue Service
Get next task

Load Result

AutoscaleCheck # tasks

Start

Burst Mode for on demand Large Calculations




